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European Union’s Artificial 
Intelligence Act Is  
Published
Ana Hadnes Bruder and Oliver Yaros*

In this article, the authors summarize key points and recommendations for 
businesses using and developing artificial intelligence that potentially will 
fall in the scope of the EU’s new artificial intelligence law.

On July 12, 2024, the EU’s new artificial intelligence (AI) law 
(the EU AI Act)1 was published in the Official Journal of the Euro-
pean Union. The text2 of the law is final and entered into force on 
August 1, 2024, and its provisions start applying according to the 
staggered timeline below. This article summarizes key points and 
recommendations for businesses using and developing AI, that will 
potentially fall in the scope of the EU AI Act.

Staggered Timeline of Application

• Provisions on banned AI systems will start applying 
within six months of entry into force of the text—that is, 
by February 2, 2025;

• Provisions on general purpose AI systems will start applying 
one year after entry into force—that is, by August 2, 2025;

• The bulk of the obligations arising from the EU AI Act 
will start applying two years after entry into force—that 
is, by August 2, 2026; and

• Some obligations applying to high-risk AI systems that are 
safety components in products regulated in EU product 
safety legislation will start applying three years after entry 
into force—that is, by August 2, 2027.
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Potential Impact of the EU AI ACT on U.S. and 
Global Companies

• U.S. and global companies that use AI anywhere could 
be subject to the EU AI Act if the output of the system is 
used in the European Union.

• For example, if a U.S. company uses an AI tool to filter 
curriculum vitaes for a job vacancy in the European Union, 
that means that the output of the AI system will be used 
in the European Union, and the EU AI Act will apply.

• Another example is a high-risk AI system developed in 
the United States and integrated into a product (e.g., in a 
connected vehicle) that is then sold in the European Union.

• Global companies implementing AI in their products and 
selling them globally would likely benefit from a global 
approach to AI regulatory compliance, while global compa-
nies taking a regional approach to product offering might 
choose to adopt regional compliance programs. 

• The downside of the regional approach is that different 
compliance approaches might hinder the organization’s 
ability to offer products in other regions in the future. 
For this reason, much like the General Data Protection 
Regulation set the standard in global privacy, the EU AI 
Act might impose itself as global AI regulatory standard 
and influence other AI legislation in the making across 
the globe.

Levels of Risk

The EU AI Act follows a risk-based approach to AI, dividing 
AI systems that are not general purpose AI into three main risk 
categories:

• Unacceptable risk, which is prohibited, such as social 
scoring or systems that explore vulnerabilities of specific 
groups of persons;

• High risk, which is permitted under the condition of 
compliance with strict requirements such as conformity 
assessments and other extensive compliance obligations 
(e.g., relating to cybersecurity, privacy, data governance, 
risk and quality management, technical documentation, 
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and serious incident notification). High-risk AI systems 
include AI systems in employment and workers’ man-
agement, as well as safety systems used in civil aviation, 
medical devices, or critical infrastructure;

• Limited risk, which concern systems that directly interact 
with humans (such as chatbots), and are permitted as long 
as they comply with certain transparency obligations (i.e., 
end users must be made aware that they are interacting 
with a machine);

• Low risk, which concern AI systems that do not trigger 
any obligations under the EU AI Act. According to certain 
studies, many AI systems will likely fall under this category.

Different Sets of Obligations Apply Depending  
on the Scenario

• For each AI system being developed or used, companies 
will need to assess several aspects in order to determine 
their obligations, if any, arising from the EU AI Act:

• What their role is with regard to the AI system (as a 
provider, deployer, importer, or distributor);

• The type of AI, in particular, whether the system is 
general purpose AI or not;

• For general purpose AI, whether there is systemic 
risk; and

• For other AI systems, what the level of risk is (unac-
ceptable, high risk, limited risk, or low risk).

• For example:
• Providers of high-risk AI systems will have to conduct 

strict compliance obligations; and
• In contrast, deployers of limited-risk systems like 

chatbots only have to comply with transparency 
obligations under the EU AI Act.

Impact on Technology Transactions Like 
the Purchasing of AI, White-Labeling, and 
Outsourcing

• The EU AI Act will likely help businesses purchasing AI 
because it will clearly stipulate which obligations fall on 
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providers of those systems (which will be the most exten-
sive obligations);

• Terms and conditions of providers of AI systems will need 
to be amended to reflect that, and technical documentation 
will need to be provided by the provider of the system, 
and attached to the contract, so that the deployer of the 
system can follow any applicable instructions;

• In addition, the provider will want the contract to clarify 
those obligations that fall on the deployer of the system 
(e.g., data governance obligations if the deployer is the one 
in control of the data that is input into the system). So the 
purchasing of AI systems will likely undergo some con-
tractual changes with the adoption of the EU AI Act; and

• Additional interesting questions relate to the allocation 
of obligations between providers (e.g., if an AI system is 
sold by a company other than the developer, under its 
trademark) or between deployers (e.g., in outsourcing, 
if a vendor of a company uses AI, and both are likely to 
be considered deployers). Another question is whether 
liability for a violation of the EU AI Act can fall on the 
contractual party in these scenarios. 

What Businesses Should Be Doing Now

The EU AI Act will increase the scrutiny over AI systems 
developed and deployed in the European Union, or developed and 
deployed elsewhere but having an impact on the European Union 
because the output of the AI system is used within the European 
Union. Businesses developing or using AI in the European Union 
or with effect on the European Union, as well as investors of busi-
nesses relying on AI systems, will benefit from conformity efforts 
at the early stages of development or deployment of AI systems, 
aiming at decreasing risks and increasing trust in their systems. 
Recommended preliminary compliance steps include:

• Implement AI governance within the organization. There 
should be a body responsible for AI, as diverse as possible 
and including stakeholders from key parts of the business 
(such as development and product teams, procurement, 
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compliance, legal, privacy, cyber, intellectual property (IP), 
human resources);

• Review AI systems and use cases. The AI body should have 
a process in place to review AI systems and use cases, in 
order to assess applicable obligations under the EU AI 
Act, prepare for compliance with the EU AI Act (as well 
as other global frameworks in the making) and take into 
account the several AI-related risk areas (such as data/
privacy, cyber, ethics, IP, etc.);

• Critically assess data governance practices for training of 
AI models in view of the requirements of the EU AI Act;

• Consider implementing AI policies within the organization 
to reflect regulatory obligations and mitigate AI-related 
risks;

• Prepare the support documentation of the relevant AI 
system in line with conformity, documentation, data gov-
ernance, and design obligations; and

• Train staff on the development and use of AI to mitigate 
AI-related risks.

Leveraging structures and review processes in place might prove 
useful when implementing AI governance within organizations. 
For example, many global companies have processes in place when 
onboarding new tools from a privacy or cyber perspective, that can 
be leveraged for AI regulatory review as well. The AI review process 
can either be focused on regulatory aspects, or it can seek to address 
not only regulatory risk but also AI-related risks broadly (such as 
data/privacy, cyber, ethics, IP, etc.). Also, AI governance can take 
many different forms, depending on how global the organization 
is, its size and its development or use of AI. 

Notes
* The authors, partners in Mayer Brown, may be contacted at abruder@

mayerbrown.com and oyaros@mayerbrown.com, respectively.
1. EU Regulation 1689/2024. 
2. https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=OJ: 

L_202401689. 
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